
CMPUT 655: RL–1 Lecture 3

14th September 2020



Contents

We will talk about

� Small recap about what we did last time about probability

� And discuss these a little bit in the context of MDPs



Reminder about Some Probability Rules
� Conditional probability (also chain rule)

P(X = x |Y = y) =
P(X = x ,Y = y)

P(Y = y)
.

� Marginilization over a joint probability distribution

P(X = x) =
�

y∈Y
P(X = x ,Y = y).



Reminder about Some Probability Rules (contd.)
� Conditional Expectation

EX [X |Y = y ] =
�

x∈X
x · p(X = x |Y = y).

� Conditional Expectation and Law of Total Expectation

EX [X |Y = y ] = EY

�
EX [X |Y = y ]

�
.



RL Book Notation

� Mathcal (fancy) Symbols:

� Capital Symbols:

� Small Symbols:



Example MDP
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Figure: MDP M = (S,A,R,P , γ).



Agent’s Interaction and the Trajectory (∼ stream of experience)
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Figure: Trajectory τt = (S0,A0,R1, S1,A1,R2, S2, . . . , ST ).

Let us calculate the probability of seeing this trajectory:



Different Transition Probabilities (Section 3.1 RL Book1)

� p(s �, r |s, a) =̇ Pr
�
St+1 = s �,Rt+1 = r

��St = s,At = a
�

� p(s �|s, a) =

� (Dependent on the policy π)
p(s �|s) =

� p(s �, a�|s, a)
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Figure: MDP

1http://incompleteideas.net/book/the-book-2nd.html



Different Reward Functions (Section 3.1 RL Book2)

� The random variable R

� Reward function

r(s, a)=̇E
�
Rt

��St−1 = s,At−1 = a
�

=

� r(s, a, s �) =

� rπ(s)=̇Eπ[Rt |St = s] =
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Figure: MDP

2http://incompleteideas.net/book/the-book-2nd.html



Bellman Equation (V → V )



Bellman Equation (V → V ) (using r(s, a))



What does Eπ mean?



Bellman Equation (V → V ) (more thoughts)



Summary


