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Worksheet Question

1. Let f(z,y) = (x +y)” +e". Recall that the gradient is composed of the partial derivatives
for each variable

Of(z,y)
Vf(ﬂi‘, y) — (9f?aa:?,y)
. 9y
where & g;’y) is the derivative of f(x,y) w.r.t. x assuming that y is fixed.

(a) What is V f(z,y) for the f defined above? Hint: Recall that the derivative of e* is e?.
(b) What is Vf(0,1)7



Pop Quiz!

I[(X] =) p(x)a

rEX
e |magine you want to estimate the expected value E[X]

e Example: X = height in cms for a person, E[X] = average height in population
e How would you estimate E[X], if you do not have p?

e But, you can sample from p



Estimating the Gradient

Mean Squared
Value Error

Z u(s)[v,(s) = P(s, W)
s N

e Whiteboard to discuss how we estimate the gradient The fraction of

time we spend in$
when following

policy 7T



Gradient of Value Error, with Linear Fcn Approx

VVE(wW) = V ) 1()[ve(s) — w'x(s)]?

sES

= ) 11(5) VI[vy(s) — w'x(s)]?

seES

— Z ,u(S)Z[Vﬂ(S) — WTX(S)] VWTX(S)

sed

= = 5 6 20v(s) — WIX()IXGS)

sed



Sample of Gradient

VVE(w)=[]) (5)2[v(s) = WX(5)IX(5)

sed

W, .| =W+ aZ[Vﬂ) — w!x(s)]x(s)



Exercise Questions
min ) u(s)[vy(s) — H(s, W)

weR?

e Why can’t we directly optimize the MSVE? We know the stochastic gradient descent
update would be the following

w,+ alv (S,) — v(S,, w)] VI(S,, w)
e Further, why doesn’t the TD fixed point minimize the MSVE?

o | et’s do this on the whiteboard



