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Announcements

• We start C3 next week! Watch eclass announcements for the link to our private 
session 

• We removed the assignment on Policy Gradient at the end of the course. So that 
means your assignment mark is from 11 notebooks (graded quiz).



Any questions about course admin?



• Link for questions: 


• http://www.tricider.com/brainstorming/3LEf4A3lOPB

http://www.tricider.com/brainstorming/3LEf4A3lOPB


Review of Course 2, Module 5 
Learning a Model AND Planning



Video 1: What is a Model?

• All about models. What they are? How they might be useful? How would we use 
one if we had it? 

• Goals:


• Describe a model and how it can be used.


• Know the different model types: distribution models or sample models


• identify when to use a distribution model or sample model



Video 2: Comparing Sample and 
Distribution Models

• If you could have either, which one might you prefer? It depends ....


• Goals:


• Describe the advantages and disadvantages of sample models and distribution 
models


• explain why sample models can be represented more compactly than distribution 
models.



Video 3: Random Tabular, Q-planning

• A simple planning method. Assumes access to a sample model. Does Q-learning 
updates


• Goals:


• You will be able to explain how planning is used to improve policies 

• And describe one-step tabular Q-planning



Video 4: The Dyna Architecture

• Introducing Dyna! An architecture that mixes (1) learning a model, (2) updating the 
value function and policy as usual, and (3) planning


• Goals:


• understand how simulating experience from the model differs from interacting 
with the environment. 

• You will also understand how the Dyna architecture mixes direct RL updates, and 
planning updates.



Video 5: The Dyna Algorithm

• The details about one implementation of the Dyna Architecture: Dyna-Q 

• Goals:


• Describe how Tabular Dyna-Q works.


• Identify the direct RL, planning, model learning, and search control parts of Dyna-
Q.
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Video 6: Dyna & Q-learning in a Simple 
Maze

• Use a small gridworld to compare Tabular Dyna-Q and model-free Q-learning. We 
run an experiment! 

• Goals:


• describe how learning from both real and model experience impacts performance


• explain how a model allows the agent to learn from fewer interactions with the 
environment.



Video 7: What if the model is 
inaccurate?

• How do we handle if the model is wrong in some way? How could that happen? 
What would be the impact of trying to plan with an inaccurate model? 

• Goals:


• Identify ways in which models can be inaccurate,


• Explain the effects of planning with an inaccurate model


• Describe how Dyna can plan successfully with an incomplete model



Video 8: In-depth with changing 
environments

• We focus on a specific way the model can be inaccurate: the world changes and 
the model is out of date. New Algorithm!


• Goals:


• Explain how model inaccuracies produce another exploration-exploitation 
trade-off 

• Describe how Dyna-Q+ addresses this trade-off.



So many algorithms! What is a student 
to do?

• Introducing the Course Map
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Terminology Review
• Model: a model of the environment. Anything that can predict how the environment will respond to the 

agent's actions: M(S,A) --->S',R


• Planning: the computational process that takes the model as input and produces or improves the policy


• Sample Model: a model that can produce a possible next state and reward, in agreement with the 
underlying transition probabilities of the world. We need not store all the probabilities to do this (think 
about epsilon-greedy)


• Simulate: sample a transition from the model. Given an S and A, ask the model for a possible next state 
S' and reward R


• Simulated Experience: samples generated by a sample model. Like dreaming or imagining things that 
could happen


• Real Experience: the states, actions, and rewards that are produced when an agent interacts with the 
real world. 


• Search Control: the computational process that selects the state and action in the planning loop



Finish Variance derivation

• Back to understanding expectation and variance of updates



Worksheet 8
CMPUT 397

October 25, 2019

2. In Monte Carlo control, we required that every state-action pair be visited infinitely often.
One way this can be guaranteed is by using exploring starts. Can we use exploring starts
for Sarsa? Further, we have talked about using Sarsa with an ✏-greedy policy. Can we use
Monte Carlo with an ✏-greedy policy? Does this ensure su�cient exploration?

3. (Exercise 6.11 S&B) Why is Q-learning considered an o↵-policy control method?

4. (Exercise 6.12 S&B) Suppose action selection is greedy. Is Q-learning then exactly the
same algorithm as Sarsa? Will they make exactly the same action selections and weight
updates? (Additional Challenge: What about Expected Sarsa? Does it have the same
or di↵erent updates as Q-learning or Sarsa?)

5. In this question we compare the variance of the target for Sarsa and Expected Sarsa. Recall
the update for Sarsa is

Q(St, At) Q(St, At) + ↵ [Rt+1 + �Q(St+1, At+1)�Q(St, At)]

and for Expected Sarsa is

Q(St, At) Q(St, At) + ↵

"
Rt+1 + �

X

a02A

⇡(a0|St+1)Q(St+1, a
0)�Q(St, At)

#
.

(a) Start by comparing the part of the update that is di↵erent: Q(St+1, At+1) compared toP
a02A ⇡(a0|St+1)Q(St+1, a0). Write down the variance for these two terms, given St+1 = s0.

Var(Q(s0, At+1)) and Var

 
X

a02A

⇡(a0|s0)Q(s0, a0)

!

Conclude that the variance is zero for Expected Sarsa, but likely non-zero for Sarsa. Notice
that the only random variable is At+1, which is the action selected according to the target
policy ⇡ with distribution ⇡(·|St+1).

(b) Challenge Question: Show that the variance of the Sarsa target is always greater than
or equal to the variance of the Expected Sarsa target, given St = s and At = a. Hint: use
the law of total variance.
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