Bellman Equation for v.(s)

Stuff we want to write v, (s) in terms of:
m(als) o Pr(A; = a|S; = s)
p(s',rls,a) & Pr(Spy1 = 5, Rypr = 7|8 = 5, Ay = a)

Partition theorem or law of total expectation:

E[X] = 3 Pr(Y = pE[X|Y =] 1)

Definition of v, (s):
def
vr(s) = Ep [Gt’St = s]
Pull one reward out of the return:
”U,T(S) =E, [Rt+1 + 'YGt+1|St = S]
Apply Equation 1 to condition the expectation on actions:

vr(s) = Zﬂ(a|s)Eﬂ [Riy1 + 7Gt+1‘5t =5,A; = a

a

Split the expectation of a sum into a sum of expectations (note that given an action, the expected
immediate reward doesn’t depend on the policy):

vr(s) = Zﬂ'(a|s) (E[Ri41|S: = 5, Ay = a] + VE [Gi41]S: = s, Ay = a])

a

Write expected immediate reward in terms of p(s’, r|s, a):

vr(s) = Zw(as)(Zer(s’,Hs,a) + VB [Geg1|Se = 5, Ay = a])

a T S
vr(s) = ZW(GS)(Z})(S/,T‘|S, a)r + VB [Gea1|Se = s, Ay = a})
a s',r
Apply Equation 1 to condition the other expectation on the next state:
v (s) = Zﬂ(a|s)<2p(s/,r|s,a)r + VZp(s’, rls,a)Er [Geg1|Se = 5, Ay = a, Sp1 = s/]>
a s'r s'r
By the Markov property, knowing S;;; makes the expectation independent of S; and Ay:

0a(s) = Zw<a|s>(zp<s’,r|s, a)r + 43 bl 715, @)En [Grrr|Sepn = s'})

Acknowledging that v, (s') = E, [Gt+1 ‘St“ = s’], and combining the summations:

va(s) = Zﬂ(as)(Zp(s’w& L S A am(s’))

a

va(s) =Y _mlals)Y_p(s',rls,a) (r + yur(s'))

a s’ r



